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für Organische Chemie, Universitaẗ Würzburg, Am Hubland, 97074 Würzburg, Germany
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ABSTRACT: The spin chemistry of photoinduced charge-
separated (CS) states of three triads comprising one or two
triarylamine donors, a cyclometalated iridium complex
sensitizer and a naphthalene diimide (NDI) acceptor, was
investigated by transient absorption spectroscopy in the ns−μs
time regime. Strong magnetic-field effects (MFE) were
observed for two triads with a phenylene bridge between
iridium complex sensitizer and NDI acceptor. For these triads,
the lifetimes of the CS states increased from 0.6 μs at zero field
to 40 μs at about 2 T. Substituting the phenylene by a biphenyl
bridge causes the lifetime of the CS state at zero field to
increase by more than 2 orders of magnitude (τ = 79 μs) and
the MFE to disappear almost completely. The kinetic MFE was
analyzed in the framework of a generalized Hayashi−Nagakura
scheme describing coherent (S, T0 ↔ T±) as well as incoherent (S, T0 ⇌ T±) processes by a single rate constant k±. The
magnetic-field dependence of k± of the triads with phenylene bridge spans 2 orders of magnitude and exhibits a biphasic behavior
characterized by a superposition of two Lorentzians. This biphasic MFE is observed for the first time and is clearly attributable to
the coherent (B < 10 mT) and incoherent (10 mT < B < 2 T) domains of spin motion induced by isotropic and anisotropic
hyperfine coupling. The parameters of both domains are well understood in terms of the structural properties of the two triads,
including the effect of electron hopping in the triad with two donor moieties. The kinetic model also accounts for the reduction
of the MFE on reducing the rate constant of charge recombination in the triad with the biphenyl bridge.

■ INTRODUCTION

Charge separation after light absorption and energy transfer is
the first step in transforming solar energy to chemical free energy
in photosynthesis.1 This principle of photoinduced electron
transfer also represents the main strategy in previous and current
attempts of creating molecular systems for artificial photosyn-
thesis by chemically linking donor and acceptor moieties. The
bridge connecting donor and acceptor may also include an active
chromophore supporting charge separation and/or exhibiting a
sensitizer function.2 The interest in artificial photosynthesis has
provided the motivation for a vast number of investigations of
chemically linked donor−bridge−acceptor systems, either with
metal complex bridges3 or pure organic spacers.4 These studies
have also proved most valuable in clarifying the fundamental laws
governing the rate of electron transfer such as free energy
dependence,5 distance dependence,6 and the transfer mecha-
nisms of tunneling, superexchange, and hopping.4c,6b,e−g In this
paper, we concentrate on a specific but important detail of charge
recombination kinetics, i.e., the singlet−triplet equilibrium of the
charge-separated (CS) states and the magnetic-field dependence

caused by the spin dynamics. In particular, we provide
experimental proof for a change of the spin-flip mechanism
(coherent vs incoherent) which has never been observed before
in such detail.
As target molecules for these investigations, we used triads 1−

3 (Chart 1) comprising one or two triarylamine (TAA) donors, a
cyclometalated iridium complex sensitizer, and a naphthalene
diimide (NDI) acceptor. The TAAs were used because they have
low internal reorganization energy and their oxidized form can
easily be detected by optical spectroscopy.7 The latter is also true
for the NDI acceptor.8 The dipyrrin was used as the ligand in the
sensitizer because it offers several advantages over many other
iridium complexes which are (i) a shift of the optical absorption
down to ca. 600 nm and (ii) a ligand-centered (LC) transition in
the middle of the visible spectral range much more intense than
the metal-to-ligand charge transfer (MLCT) transition of many
other iridium complexes absorbing in that spectral region.9 Triad
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1 is known to exhibit sufficiently long-lived CS states (τ≈ 0.6 μs)
upon irradiation and thus appears to be a suitable candidate10 for
investigating the spin dynamics of this state.9i

As indicated above, one of the most important aspects of CS
states in linked donor−acceptor systems is related to the electron
spin: these CS states represent systems with two unpaired spins,
i.e., radical pairs (RPs). There are four spin configurations
forming the basis of one spin state with total spin S = 0, a singlet
state, and three spin states with S = 1, representing a triplet state.
The substates of the latter can be distinguished according to their
spin orientation in space. Due to their spatial separation, there is
negligible coupling between the separate spins in triads 1−3,
meaning that singlet and triplet are almost degenerate.
Nevertheless, their different total spins give rise to an important
difference in their recombination rates, because the spin
conservation rule makes recombination to a singlet ground
state allowed for a singlet RP, but forbidden for a triplet RP.
Conversely, if the energy of the CS state is above the energy of a
locally excited triplet state, formation of such a triplet state by
charge recombination is allowed for triplet RPs, but forbidden for
singlet RPs.4c,11 Therefore, any spin dynamics interconverting
singlet and triplet RPs will affect the recombination rate of a RP.
It is intriguing that the rates of RP spin dynamics are controlled
by such weak interactions as hyperfine coupling and Zeeman
interaction. This explains why the chemical decay kinetics of a RP
is affected by magnetic isotope substitution patterns and by
external magnetic fields. Spin chemistry12 has moved into focus
of recent interest because of its impact on optoelectronic
processes in OLEDs13 and photovoltaic devices.14 Radical pair
spin chemistry also is an essential issue in the primary processes
of photosynthesis,15 for magnetoreception16 in animals and
plants, and has found particular interest as a potential mechanism
explaining the magnetic compass of migratory birds.17

In linked donor−bridge−acceptor systems, the spin chemistry
of the CS state may be detected and characterized by the
magnetic-field dependence of various observables. Transient
absorption measurements represent the predominant technique,
allowing to follow, e.g., the explicit time dependence of the
charge recombination,18 or the yield of triplet recombination
products, if the energy of the CS state is sufficient to populate
local triplets on recombination. Measurements of the latter kind
have been used to detect so-called J-resonances in the magnetic-
field dependence,11c,e,f,19 allowing to determine the singlet−

triplet energy separation and, hence, the extent of interaction
between the unpaired electrons. Fluorescence as a very sensitive
method of detection can also be utilized, if charge recombination
is combined with emission, a situation typical for exciplex
forming systems.20 Finally, the spin polarization originating from
the spin dynamics in the CS state can be detected using EPR
methods.4c,18g Quite recently, a model donor−bridge−acceptor
triad has been used to demonstrate that the RP spin chemistry is
sensitive not only to the strength but also to the direction of the
external magnetic field,18f thus providing a paradigm for the
magnetic compass hypothesis. This particular issue has also
found great interest in the field of quantum information
theory.21,22

Before we describe our experimental findings, we briefly sum
up the most important principles of RP spin chemistry. As
already mentioned, the spin chemistry of RPs is characterized by
the fact that chemical rate processes, such as charge
recombination, are directly coupled to the conversion dynamics
of the four spin substates S, T+, T0, and T− (cf. Figure 1). The
main interactions determining the spin conversion processes are
hyperfine coupling, Zeeman interaction and exchange inter-
action.4a,c,12b−d The latter causes a splitting of the center of
gravity of the triplet levels and the singlet level. It decreases
exponentially with the distance between the radical centers. For

Chart 1

Figure 1. Reaction and spin conversion processes of a radical pair. The
situation refers to a finite Zeeman splitting of the triplet levels, which
vanishes at zero field, and negligible exchange interaction. The rate
processes connecting the spin sublevels may be either of coherent or
incoherent nature, depending on the magnitude of the Zeeman splitting
in relation to the isotropic hyperfine couplings.
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distances on the order of 20 Å, as applies to the triad systems
investigated in this work, it is small compared to themagnitude of
the hyperfine coupling and thus can be neglected.4a,12c,d,23

In principle, the effect of Zeeman interaction is three-fold: (i)
it causes a splitting of the triplet levels and thus gradually
prevents the mixing of the central substates S and T0 with T+ and
T− and (ii) it leads to a mixing of S and T0 if the g-factors of the
two radicals are different. The latter effect is insignificant in our
present case because the g-values of organic radicals usually differ
by <0.001 from the typical value of 2.0023 and very high
magnetic fields are necessary to affect the spin dynamics by the
Δg mechanism.23b,f (iii) In case of anisotropic g-tensors of the
radicals, the Zeeman interaction is stochastically modulated by
their rotational diffusion, which contributes to spin relaxation,
i.e., stochastic transitions between the spin levels.12c,24 This
effect, too, is not relevant to the present work.
The by far most important interaction for organic RPs is

hyperfine coupling, comprising isotropic and anisotropic
contributions. If molecular rotation is sufficiently fast, the
anisotropic interactions are averaged to zero. Nevertheless the
short-time stochastic fluctuations of those anisotropic inter-
actions lead to spin relaxation, albeit on a much longer time scale
than molecular rotation and spin dynamics due to isotropic
hyperfine interaction.25 The latter causes a coherent process,
which cannot be rigorously described by classical kinetic
equations. It requires a quantum theoretical treatment of the
spin density matrix of the RP by solving an appropriate Liouville
equation, which comprises at the same time coherent spin
motion and the stochastic decay into the chemical reaction
channels.12a,b,26 In a strict sense, quantum dynamics and
chemical reaction cannot be treated separately. As mentioned
above, the coherent quantum dynamics between the central and
the outer Zeeman levels are more and more suppressed as the
magnetic field increases. Finally, their transition rate drops below
those of the incoherent transitions that are due to the modulation
of anisotropic interactions and can be summarized as
longitudinal (T1-) spin-relaxation processes. In that magnetic-
field regime, the description of spin transitions by rate equations
is well justified. However, it must be emphasized that the
transitions between S and T0 remain coherent at any field
because their Zeeman splitting remains zero. The effective rate of
these processes is field independent if Δg is small, which is the
case for the present systems.
In a seminal paper, Hayashi and Nagakura27 introduced the

reaction scheme shown in Figure 1 to account for the magnetic-

field dependence of radical pair kinetics in the field regime where
incoherent relaxation processes dominate the S, T0 to T+, T−
transitions and to explain themagnetic-field dependence in terms
of known spin relaxation mechanisms of radicals. In the present
paper, we are going to demonstrate for the investigated donor-
iridium complex-acceptor triads that, formally, the kinetic
scheme in Figure 1 can be applied for a wider range of magnetic
fields comprising both the regime of dominant coherent and
dominant incoherent spin processes. At all fields investigated, the
observed decay kinetics of the RPs can be perfectly fitted using
that scheme in a classical kinetics sense and treating all rate
parameters as global, field independent parameters, except for k±
= k±′ which depend on the magnetic field.28 The magnetic-field
dependence of k±(B) shows a clear transition between two
regimes. We will show that in the first regime, k±(B) can be
related to the characteristic parameters of coherent spin
dynamics due to isotropic hyperfine coupling and in the second
regime to the characteristics of longitudinal spin relaxation in the
RP.

■ RESULTS

The donor-iridium complex-acceptor triads investigated in this
work are shown in Chart 1. In addition to compound 1, for which
the photophysical and photochemical primary processes in the fs,
ps, and ns time regimes have been characterized in detail before,9i

the modified structures 2 and 3 were also investigated. In 2, the
phenylene group linking the iridium complex and the NDI is
replaced by a biphenyl group, and 3 comprises only one
triarylamine donor group. These modifications shall help to
clarify structural effects on the spin chemistry of the resulting CS
states.

X-ray Crystal Structure Analysis. Specific information on
the molecular geometry of compound 1 was obtained by X-ray
crystal structure analysis (cf. Figure 2). Single crystals of 1 were
grown by liquid/liquid diffusion of hexane into a solution of 1 in
dichloromethane. The structure analysis revealed a distorted
octahedral iridium complex configuration with a slightly bent
dipyrrin ligand. Furthermore, the dihedral angle between the
phenylene ring and the neighboring NDI on the one side and the
dipyrrin fragment on the other side are 121.7° and 86.1°,
respectively. There are two different conformers of the TAAs
relative to the iridium complex present in the solid-state
structures which may also be the case in solution. The donor−
acceptor distances between the center of the carbon−carbon
bond of the central carbon atoms of the NDI core and the two

Figure 2. X-ray crystal structure of triad 1. The ellipsoids indicate a probability level of 50%.
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nitrogen atoms of the TAA units are 19.1 and 22.9 Å for the two
possible TAA conformers.
UV−vis Spectra. The steady-state spectra of the three

complexes (1−3) in MeCN are shown in Figure 3. The π−π*

transition of the dipyrrin unit is observed in the visible between
15 400 and 25 000 cm−1 [with εmax.(20 800 cm

−1) = 31 000 M−1

cm−1].9a−c,i Here, the main absorption is caused by transitions to
ligand-centered (LC) singlets,9c while the foot at ca. 17 000 cm−1

(588 nm) may be caused by spin-forbidden transitions to LC
triplets, which gain in intensity due to the heavy-atom effect of
the Ir atom. The π−π* excitations of the NDI are located
between 26 600 and 31 000 cm−129 and overlap little with the
π−π* excitations of the TAA units, which absorb between 29 000
and 37 000 cm−1.9i,30 In case of complex 3, the latter absorption is
reduced due to the absence of the second TAA unit. In all three
compounds, the three chromophore moieties are electronically
well decoupled because of the saturated bridge between TAA and
the Ir complex9i,31 and the orbital nodes of HOMO and LUMO
along the long axis of the NDI chromophore which minimizes
orbital overlap to the bridging phenylene (1 and 3) or biphenyl
(2) spacer.32 In addition, both spacers show an almost 90°
dihedral angle to the meso-position of the dipyrrin ligand (see X-
ray crystal structure, Figure 2).9b,c,i Complexes 1 and 2 only differ
by the absorption at high energy (34 000−40 000 cm−1) due to
the replacement of a phenylene by a biphenyl unit.

Nanosecond Time-Resolved Laser-Flash Spectrosco-
py. Transient absorption experiments with fs- and ns-time
resolution (cf. ref 9i) showed that pumping 1 in MeCN at either
20 800 or 24 000 cm−1 (480 or 416 nm) yields a locally excited Ir
complex. After rapid (≈100 fs) intersystem crossing to the
triplet, charge separation within ca. 1 ns leads to almost
quantitative formation of the CS state TAA2-[Ir(dipy)]

+-Ph-
NDI− (in the following to be denoted as CS1). Further charge
shift within <5 ps gives the long-lived CS state TAA+

2-Ir(dipy)-
Ph-NDI− with a lifetime of 580 ns.9i

To study the spin effects in the long-lived CS states CS2 of
compounds 1−3, the magnetic-field dependence of their
recombination was studied using nanosecond laser-flash spec-
troscopy. For compound 1, the transient ΔOD spectrum of CS2
and its kinetics of formation at zero field were well characterized
in ref 9i. For compound 3, the behavior is very similar (for details
cf. Supporting Information, SI).
For compound 2, we present the pertinent observations in the

following. The ns measurements of 2 at zero magnetic field were
carried out in MeCN in the same way as described for 1 in ref 9i.
The samples were excited with the frequency-tripled output of a
Nd:YAG laser at 28 200 cm−1 (355 nm) shifted to 24 000 cm−1

(416 nm) by means of a H2 Raman shifter. Pumping at this
wavenumber produces ligand-centered excited states of the
iridium complex. The transient maps were obtained by
measuring the temporal decay profiles in 4 nm steps between
12 500 and 25 000 cm−1 (800−400 nm).
Excitation of triad 2 at 24 000 cm−1 (416 nm) produces a series

of ΔOD spectra shown in Figure 4a. Starting from a strong
bleaching signal, the spectra evolve to an overall positive
transient spectrum. The strong bleaching signal with a minimum
at ca. 20 800 cm−1 (480 nm) proves the initial population of
ligand centered iridium complex states (see ref 9i). A kinetic trace
for the rise of the signal is shown in Figure 4b. The rise time of the
excited-state absorption is ca. 35 ns, which is much longer than
the 0.93 ns found in the case of compound 19i and also for
compound 3. The relatively long rise time is caused by the slow
charge-separation process from the triplet-excited iridium
complex to the CS1 state (see Figure S3 in the SI for the state
diagram of 2) because the ET has to proceed via the biphenyl
spacer. The follow-up ET to CS2 is fast again. The final ΔOD
spectrum in Figure 4a shows the characteristic peaks of the TAA
radical cation at 13 700 cm−1 (730 nm)9i,31 and of the NDI
radical anion at 21 100 and 16 600 cm−1 (474 and 602

Figure 3. Absorption spectra of 1 (black), 2 (red), and 3 (green) in
MeCN. The vertical lines mark laser energies 20 800 cm−1 (480 nm) and
24 000 cm−1 (416 nm) used in previous time-resolved laser experiments
with compound 1 (cf. text).9i

Figure 4. Transient signals observed for complex 2 under ns laser excitation at 24 000 cm−1 (416 nm). (a) ΔOD spectra in the time regime 0−162 ns:
blue, 0−5.2 ns; cyan, 5.2−26.8 ns; green, 26.8−48.4 ns; yellow, 48.4−70 ns; orange, 70−97.2 ns; and red, 97.2−162 ns. (b) Decay traces at 21 100 cm−1

(474 nm) from transient absorption measurements with time windows of 0−540 ns and 0−300 μs (inset).
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nm)11c,e,29a,b which proves charge separation in 2. Its transient
spectrum decays without further changes of spectral shape (cf.
Figure S6b, SI). A characteristic decay curve is shown in the inset
of Figure 4b. Its decay characteristics are biexponential
comprising a component of 12.3 μs (66%) and a component
of 79 μs (34%).
For the observation of a second decay time, in principle two

explanations may be offered: the first is the possibility of a
bimolecular deactivation, which can be excluded, because the two
lifetimes of the CS2 state do not change significantly with
different concentrations of 8.5 × 10−6−4.6 × 10−5 mol L−1 and
pulse energies of 0.2−1.0 mJ in the ns-time regime. The second
explanation may be related to an additional degree of freedom of
triad 2 concerning conformational changes, due to the extra
phenylene ring between the NDI and the iridium complex. One
can estimate that in order to observe a biphasic decay from two
different excited conformers with the given amplitudes and
lifetimes, the rate for interconversion of these conformers must
not exceed 2000 s−1. However, this appears to be much too slow
for isomerization around a biphenyl axis. Thus, for the time
being, we cannot offer any reasonable explanation for this
observation. We emphasize, though, that both lifetimes, 12.3 and
79 μs, are exceptionally long for the recombination of a CS state
in such a small triad in fluid solution at rt.
Actinometry with Ru(bpy)3Cl2 in benzene was used to

measure the quantum yield of the CS state (CS2) at 24 000
cm−1 (416 nm) excitation (see SI). The measurements support a
very efficient ET process with a quantum yield of 97% which is as
efficient as the quantum yield observed for triad 1 (almost unity).
Magnetic-Field Effects (MFE). The recombination kinetics

of the CS2 states of triads 1−3 were investigated for their
sensitivity to an external magnetic field. For these measurements,
the optical setup was changed such that the 24 000 cm−1 (416
nm) pump beam and the white light probe beam cross each other
perpendicularly in the cavity of an electromagnet (0−1.8 T) (for
details of the setup see SI). It is crucial to deoxygenate the sample
solutions carefully (see SI) because MFEs are strongly reduced
or not observable at all, if there are traces of O2 in the
solution.18c,e

The observed magnetic-field-dependent decay curves are
shown in Figures 5 and 6 for a representative selection of 16 out
of altogether about 50 applied magnetic fields in each case. For
triads 1 and 3, the zero-field lifetime of the CS2 state is about 0.6
μs. In both cases, the kinetic magnetic-field effect manifests itself
as a pronounced prolongation of the charge recombination
process. For compound 2, for which the zero-field lifetime of
state CS2 is on the order of 79 μs, a magnetic-field effect is hardly
detectable (cf. Figure 6).

For triads 1 and 3, the decay curves at very low fields are
monoexponential and become biexponential above about 10mT.
The field effects saturate above 800 mT, reaching a longer
lifetime component of 2.2 μs for triad 1 and 3.9 μs for triad 3,
corresponding to 3.8- and 6.6-fold increases, respectively, relative
to zero field. Half of the maximum lifetime effects are reached
around 50−60 mT.

Kinetic Model of Magnetic Field-Dependent Charge
Recombination. As a generic basis of our kinetic simulation we
will use the reaction scheme given in Figure 1. As was shown by
Hayashi and Nagakura, this scheme is an appropriate description
of RP reaction dynamics if the spin processes between the central
Zeeman levels S and T0 and the outer Zeeman levels T+ and T−
are due to relaxation, i.e., incoherent processes, and the S/T0

equilibration can be considered as being fast.27 In a more general
phenomenological approach, we assume that the scheme also
applies to the situation where coherent spin processes participate
in the interconversion of the four spin substates. In setting up the
kinetic equations, we take k±= k±′ which is correct if spin
processes induced by electron spin dipolar interaction can be
neglected, which, like the vanishing exchange interaction, should
be a reasonable assumption for spin−spin separations on the
order of 20 Å.33 Due to the symmetry of the parameter pattern,
T+ and T− will behave exactly identically. Then, the kinetic
equations following from the reaction scheme in Figure 1 are34

Figure 5. Selected transient absorption decay curves at 21 100 cm−1 (474 nm) at specified magnetic fields for complex 1 (a) and 3 (b) in MeCN. The
experimental data have been normalized after correction for the finite width of the laser pulse and an offset at very long decay times (for details cf. SI).

Figure 6. Experimental transient absorption decay curves for triad 2 in
MeCN at various magnetic fields observed at 21 100 cm−1 (474 nm).
The experimental data are corrected for an offset at very long decay
times. Inset: Magnification of the decay curves between t = 0.05−0.24
ms.
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The general solution of this system of linear differential equations
is a triexponential function. Although a general analytical
expression could be given, it is very clumsy. Instead, solutions
for concrete parameter values were calculated by MATHEMA-
TICA, yielding the numerical values of the coefficients and time
constants of the exponentials. Plain tabular numerical solutions
were also obtained using MatLab. The experimentally observed
decay curve represents the superposition of the concentrations of
all spin substates of the CS2 state.
Fit Strategy and Evaluation of Global Parameters.

Before fitting the CS2 decay signals, these were standardized (i)
by correcting the initial part for the pulse width of the laser and
the finite response time of the detection system (for details cf.
SI), (ii) by subtracting a small long-time offset showing at the end
of the signals, and (iii) by normalizing the corrected signal
amplitude to 1.
With regard to the kinetic parameters in eq 1, we note that the

rate constants kST0
, kS, and kT must be considered as independent

of the magnetic field. The same applies to the initial spin
configuration, to be specified by the singlet probability pS. Thus,
for a series of signals measured for each of the triads under
various magnetic fields, these parameters must be treated as
global constants for each triad, and the only parameter varying
with the field is rate constant k±. The problem of fixing the global
parameters is simplified by the fact that it seems safe to assume
that kT ≈ 0,18d because no strong spin−orbit coupling effects are
to be expected for the two organic radical moieties in the vicinity
of a diamagnetic iridium core.
For the determination of a physically significant value of the

rate constant kST0
, we resort to the semiclassical model of

Schulten and co-workers35 for the coherent hyperfine-driven
motion of the electron spins in a radical pair. In this model, the
hyperfine coupling constants aik for the individual radicals sum
up to a classical vector by Ii =∑k aik Iik and are given as follows:
for NDI36 2× αN = 0.095 mT, 4× αH = 0.190 mT; for TAA6d 4×
αH = 0.055 mT, 4× αH = 0.203 mT, 6× αH = 0.084 mT, 2× αH =
0.160 mT, 2 × αH = 0.094 mT, 1 × αN = 0.921 mT, 1 × αH =
0.210 mT. According to Schulten and Wolynes,35a the evolution
of spin character based on these values is obtained as shown in
Figure 7 for zero field and (infinitely) high field.
In order to apply the classical kinetic rate eqs 1 we need to

approximate the spin evolution of the Schulten−Wolynes model
by classical kinetic equations. To achieve this, we describe the
approach to spin-equilibrium using the kinetic model in eq 1. For
convenience, we start from a pure triplet. In this case, the general
result for the evolution of singlet character is

= − −− − +± ±⎜ ⎟⎛
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In the limit of zero field, it can be assumed that k±≈ kST0
yielding
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In the high-field case, k± → 0, yielding

= − −p t( )
1
6

(1 e )k t
S,hf
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(4)

In Figure 7, the pertinent classical kinetics of zero- and high-field
curves are shown for kST0

= 3× 107, 4× 107, and 5× 107 s−1, three

representative values of kST0
, for which the obtained kinetics

define a range wherein a sensible approximation must be sought.
Adopting the two extremes of these values, the global best fit for
kS was determined for a series of trial values for pS (for details cf.
SI). It turned out that for both limiting trial values of kST0

the
global root mean square (rms)minimumwas centered around an
initial singlet population of pS,0 = 0.25, i.e., full equilibrium
between the spin substates of the RP. To proceed further, we
adopted a kST0

value of 4 × 107 s−1, i.e., central to the two
examined border cases shown in Figure 7. Values of kS = 6.7× 106

s−1 for triad 1 and 6.97 × 106 s−1 for triad 3 were obtained as
global minima for pS,0 = 0.25 and kST0

= 4 × 107 s−1.
To fix the best k± values for the individual decay curves,

consistent fits were performed with MatLab and MATHEMA-
TICA. The procedure to obtain the k± value with minimum rms
deviation and the error bounds of k± for each field is
demonstrated in Figure 8. It must be emphasized that the
variation of the single parameter k± was sufficient to obtain
excellent fits of the decay curves for all fields. The resulting field
dependences of k± for triad 1 and 3 are shown in Figure 9. For
both compounds, the magnetic-field dependence of the k± values
could be fitted by a double Lorentzian according to eq 5 using the
parameters listed in Table 1.

=
+

+
+
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k

B B

k
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k( )

1 ( / ) 1 ( / )
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2
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■ DISCUSSION
Initial Spin Population. When fitting the k± values, pS,0 =

0.25, i.e., initial spin equilibrium, had to be assumed, because it
represents the best global value for all fields. The physical reason
for this instance lies in the nature of the RP CS1, the precursor
state of RP CS2. CS1 corresponds to the CS state TAA2-
[Ir(dipy)]+-Ph-NDI−,9i where an unpaired electron spin is
situated at the iridium core which is in a formal Ir4+ oxidation
state with a d5 electron configuration. As is well-known from Ru

Figure 7. Evolution of singlet probability pS in a CS2 state starting from a
pure triplet spin configuration. Solid lines (blue, zero field; red, high
field) calculated according to the semiclassical model by Schulten and
Wolynes.35a Dashed lines from top to bottom represent classical kinetic
behavior according to eqs 3 and 4, with kST0

= 5 × 107, 4 × 107, and 3 ×
107 s−1 blue, zero field; red, high-field approximation. For details cf. text.
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and Fe spin chemistry,37,38 the d5 complexes of these elements
show extremely short spin relaxation times on the order of a few
ps, which are due to an efficient Orbach mechanism based on the
small energy gap between the ground and the first excited
doublet state. In RPs involving such species the spin equilibrium
is also obtained within a few ps. The analogous situation can be
anticipated for Ir.
Error Bars. As shown in Figure 9, for triads 1 and 3 the

magnetic-field dependence of the rate parameter k± is very well-
defined over 2−3 orders of magnitude. For triad 3, the error bars
become large only at magnetic fields below 1 mT, for triad 1,
below 10 mT. The larger error bars at low fields are due to the
fact that for high values of k± the decay kinetics get less sensitive
to this parameter, since the substate populations of the RP
remain close to spin statistical equilibrium. This circumstance is
also responsible for the fact that the error bars become
asymmetric with a longer upper part. However, in spite of
some uncertainties of k± at low fields, the density of data points
down to 0.4 mT is high enough to provide a convincing basis for
defining the double Lorentzian fit, which, as will be shown,
represent the two kinetic regimes of coherent and incoherent
transitions between the central and the outer Zeeman levels of
the RP.

The Regime of Coherent Spin Flips.While Lorentzian line
shapes are well founded in relaxation theory, where they
represent the energy dependence of spectral densities of
stochastic perturbations,24,39 their use to describe the mag-
netic-field dependence of coherent spin processes or product
yields depending on such processes has not been customary in
the literature. Nevertheless, from a formal phenomenological
point of view, the Lorentzian function is quite suitable to describe
such cases, too. Examples from the literature40,18b are given in the
SI. As a qualitative rationale of such applications, onemay refer to
the inverse energy dependence of mixing coefficients according
to first order perturbation theory and the proportionality of
reaction probabilities to the square of mixing coefficients.
Quantitative studies with freely diffusing radical pairs have
furnished the following approximate relation between the
hyperfine coupling constants of the radicals and the B1/2 field
of the magnetic effect of spin-selective recombination yields12c,19

= +B B B3( )1/2 1
2

2
2

(6)

with the individual Bi given by the following sum over the nuclei k
in either radical,

∑= +B a I I( 1)i
k

ik ik ik
2

(7)

aik representing the isotropic hyperfine coupling constant of
nucleus k in radical i. From the hyperfine coupling constants of
the CS2 radical moieties given in the Results section, a B1/2 value
of 2.5 mT is obtained for all three triads. The B1/2 values found by
the Lorentzian fit of the low-field branch of the dependence of k±
on the magnetic field B, viz. 0.69 mT for triad 1 and 0.44 mT for
triad 3, are significantly smaller. However, one must note that
relations as given in eq 6 result from convolutions of spin
evolution and re-encounter probabilities, the latter usually
decaying on the time scale of a few nanoseconds. On the other
hand, we are dealing here with linked radical pairs, recombining
in spin-allowed transitions on the time scale of several hundreds
of nanoseconds. On such time-scales, smaller magnetic fields are
sufficient to achieve the same effect as higher fields on the few-

Figure 8.Demonstration of procedure and accuracy of fitting k± as a function of magnetic field, here 0, 60, and 1800 mT. Top: observed decay curve in
black and fitted curve in red. Bottom: residual plot of difference between observed and fitted decay curve. Gray, best fit; and red and blue, using k± values
yielding residuals about one noise width apart. Inset: rms deviation as a function of k± with indication of minimum and error bounds within the signal
noise width. The pertinent best fit k± values are indicated in the inset diagrams (for more details cf. SI).

Figure 9. Magnetic-field dependence of k± with error bars obtained by
fitting the CS2 decay curves as illustrated in Figure 8. Red, triad 1; and
green, triad 3. The solid lines represent best fits of the double Lorentzian
function of eq 5 to the data. The parameters are given in Table 1.

Table 1. Fit Parameters of the Curves Fitting k±(B) in Figure 9 According to Eq 5

khfc,0 (s
−1) B1/2,hfc (mT) krel,0 (s

−1) B1/2, rel (mT) krel,∞ (s−1)

triad 1 (4.3 ± 0.4) × 107 0.69 ± 0.07 (3.6 ± 0.25) × 106 15 ± 1 (3.1 ± 0.1) × 105

triad 3 (7.9 ± 1.1) × 107 0.44 ± 0.04 (1.6 ± 0.1) × 106 25 ± 2 (1.64 ± 0.08) × 105
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nanosecond time scale. A comparison of spin-equilibration
kinetics using the semiclassical approach35 in Figure 10a and the
classical kinetic approach in Figure 10b may be illuminating.
Although, in principle, the oscillatory behavior peculiar to the
coherent dynamics cannot be reproduced by the classical
monoexponential kinetics, it is borne out by the two sets of
curves that the magnetic field affects the spin population on the
same overall time scale. Thus, it appears out of doubt that the first
branch of the double Lorentzian in Figure 9 does indeed account
for the coherent transitions between the central and the outer
Zeeman levels of the RP. A rigorous theoretical transformation of
the coherent picture of spin dynamics to the equivalent classical
representation is only possible by solving the pertinent stochastic
Liouville equation of the full quantum theoretical problem
including spin dynamics and spin-selective chemical reaction
simultaneously. This will be subject to future work.
Interestingly, in spite of the identical hyperfine coupling

situation, the B1/2 value of triad 1 is significantly larger than that
of triad 3. The structural property to which this difference may be
assigned is the second triarylamine donor group attached to the
central complex in triad 1. Energetically, it does not make a
difference which of the two donor groups donates the electron,
but once one of them has been oxidized, the possibility of
degenerate hole exchange between the two TAAs arises. Such a
process limits the time period of unperturbed spin evolution due
to the hyperfine coupling at the oxidized site. It has been
shown35b,41 that degenerate electron exchange leads to a
broadening of the observed magnetic-field dependence with
the approximate relation:

γ≈ Δk Bexch e 1/2 (8)

with γe the gyromagnetic ratio of the electron. Interpreting the
difference of 0.25 mT between the B1/2,hfc values of triad 3 and 1
by eq 8, we estimate kexch ≈ 4.4 × 107 s−1. This order of
magnitude is in excellent agreement with recent results from EPR
measurements on intramolecular hole exchange in organic
mixed-valence compounds based on symmetric bis-
(triarylamine)paracyclophane redox systems with similar elec-
tron hopping distances as in the present case.42 In contrast, in a
recently published donor-iridium dipyrrin-acceptor triad, where
the triarylamine donors are directly attached to the phenyl-
pyrazole framework of the iridium complex, the coupling
between the oxidized and the neutral TAA via the iridium d
orbital is so strong that this interaction is manifested by an
intervalence charge-transfer band in the NIR spectral region.43

Thus, we see that the magnetic-field dependence of the first
Lorentzian branch carries quite specific information on the
systems investigated. Also in line with the explanation by electron
exchange is the fact that in case of triad 1, the field dependence
extrapolates to lower values at zero field (khfc,0) than in case of
triad 3. Shortening the time available for coherent spin evolution
by electron hopping will also decrease the T⇌ S transition rates.
Although our present findings seem to be the first clear

demonstration of the region of coherent hyperfine-induced S⇌
T transitions using classical kinetics, we note that in previous
work, involving one of the present authors, on donor−acceptor
systems linked through a Ru(bpy)3

2+ complex18c there was an
indication, albeit unnoticed in that work, of the analogous
situation. The data referring to the equivalent of the present rate
constant k±, dubbed kr in ref 18c because it was meant to be
entirely due to relaxation, were sparser than in the present case,
and a point of inflection was not apparent. But the field range of
change of this parameter kr was too extended to be fitted by a
single Lorentzian. Thus, two Lorentzians were used, with
“correlation times” of 2 and 0.25 ns. In our present view, the
longer correlation time corresponds to a B1/2 of 2.8 mT which
exactly matches the theoretical B1/2 calculated from the hyperfine
coupling constants of that system using eq 6.

The Regime of Incoherent Spin Flips at 10mT < B < 1 T.
The second Lorentzian component in the magnetic-field
dependence of k± must be assigned to incoherent spin relaxation
processes in the individual radicals. As shown in the SI, from the
longitudinal relaxation time T1 of any of the radicals, the
following contribution to k±, to be denoted krel in the Lorentzian
domain assigned to spin relaxation, is derived

=k T
T

( )
1

4rel 1
1 (9)

Since g-tensor anisotropies are small and the distance between
the radical moieties is too large for electron-spin dipolar
interaction to become effective, the major mechanistic
contribution to spin relaxation of the radical species involved
in the CS2 states should be due to the rotational modulation of
anisotropic hyperfine coupling. The dominating hyperfine
interaction is due to the 14N nucleus of the triarylamine radical
moiety. For negligible g-tensor anisotropy the transversal
relaxation time is given by44

∑ τ
ω τ

= + −
+T

I I A A
1 2

9
( 1) ( )

1i
ii

1
iso

2 c

0
2

c
2

(10)

Figure 10. Establishment of spin equilibrium represented as time evolution of singlet character when starting with a pure triplet RP. (a) Results for
semiclassical model:35 blue, 0 mT; cyan, 0.44 mT; green, 0.7 mT; orange, 1.0 mT; purple, 1.5 mT; red, high-field limit. (b) Results for classical model
according to eq 2 with k± values according to the first Lorentzian function in eq 5 and kST0

given by the parameter khfc.0 for triad 3 in Table 1. For

comparison, the limiting zero-field and high-field cases in the semiclassical mode are shown as dashed lines.
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For axial symmetry, this expression can be transformed to

τ
ω τ

= + Δ
+T

I I A
1 4

27
( 1)

11

2 c

0
2

c
2

(11)

where the hyperfine coupling anisotropy

Δ = − ⊥A A A (12)

is given in angular frequency units. The quantities I, ω0, and τc
represent total nuclear angular momentum quantum number,
Larmor frequency, and rotational correlation time, respectively.
Combining eqs 9 and 11 and substituting I = 1 for a 14N

nucleus yields

τ
ω τ

= Δ
+

k A
2

27 1rel
2 c

0
2

c
2

(13)

Relating the parameters in eq 13 to the fit parameters krel,0 =
3.6 × 106 s−1 and B1/2,rel = 15 mT for triad 1 and krel,0 = 1.6 × 106

s−1 and B1/2,rel = 25 mT for triad 3 yields ΔA = 3.6 × 108 rad·s−1

(2.0 mT) and τc = 0.38 ns for triad 1 and ΔA = 3.1 × 108 rad·s−1

(1.75 mT) and τc = 0.23 ns for triad 3. To estimate the rotational
correlation times on the basis of the Einstein−Debye equation

τ π η= R
kT

4
3c

3

(14)

we substitute 0.343 mPa·s for the solvent viscosity η of MeCN
and the values 10.6 and 9.54 Å (cf. SI) for the hydrodynamic radii
of triads 1 and 3, respectively, yielding 0.42 ns for triad 1 and 0.30
ns for triad 3 in fairly good agreement with the correlation times
from the Lorentzian fits.
Directly applicable literature data on the anisotropy of

hyperfine couplingΔA of the N atom in the present triarylamine
radical moieties are not available, but quantum chemical
calculations for phenoxazine radicals45 and for its sulfur and
selenium heteroanalogues have shown that the anisotropyΔA of
hyperfine coupling of the 14N atom is about 2.7 times its isotropic
value, which indicates that it results mainly from the dipolar
interaction between the nuclear spin and the electron spin in the
2p orbital and only a small part of the isotropic hyperfine
interaction is due to spin polarization of the 2s orbital. About the
same ratio is obtained for the inorganic radicals N(SO3)2

2− and
NH(SO3)

−.39 If we assume the same relationship to hold for the
present triarylamine radical, ΔA would be on the order of 2.7 ×
0.92 mT ≈ 2.5 mT. The observed values are not far off, indeed.
The Regime of Incoherent Spin Flips at B > 1 T. The

magnetic-field-independent contributions krel,∞ to the rate
constants k± were found to be 3.1 × 105 s−1 for triad 1 and
1.64 × 105 s−1 for triad 3. These values are on the same order of
magnitude as the value of 5 × 105 s−1 reported for a radical pair
constituted by the diquat monoradical cation and the oxazin
radical cation.45 Spin-rotational coupling as a magnetic field
independent mechanism of spin relaxation may be discarded for
that as well as the present cases because in the systems under
consideration the spin−orbit coupling effects are small as
indicated by g-tensor values close to that of a free electron.
Apparently, only a “local mode” mechanism that modulates
spin−orbit coupling can be held responsible here as was also
postulated in case of trityl radicals.46 Systematic studies of
structural variations affecting this mechanism, however, do not
seem to be available in the literature.
The MFE in Triad 2.Our discussion of the behavior of triads

1 and 3 has shown that their magnetic-field-dependent kinetics
represent a rich source of information on the internal spin

dynamics of the CS states. However, for triad 2, magnetic-field
effects are hardly observable. This goes along with the fact that in
this case the recombination of the CS2 state is about a factor of
100 slower than for triads 1 and 3. It takes place on the time scale
of about 100 μs, while in the former cases, it is completed in <10
μs at zero field. This lifetime effect is clearly a consequence of the
longer separation of the acceptor part by a biphenyl bridge.
Furthermore, also distinct from triads 1 and 3, for triad 2 the
decay is biexponential even at zero field. Such a behavior is not
explicable in terms of spin dynamics, which is expected to occur
at the same rate as in the other two cases, so that on the 10−200
μs time scale spin equilibrium should be always established and
the four spin states should decay as one kinetic quasi species.
Thus, the biexponential decay at zero field can be only assigned
to the decay of two distinct species CS2 and CS2′ that are not in
rapid equilibrium. In Figure 11, the biexponential decomposition

is shown, which is characterized by the amplitudes 0.66 and 0.34
and the decay constants 8.12 × 104 and 1.26 × 104 s−1,
respectively. Assuming that in each species, CS2 and CS2′, the
rate constants kST0

and k± correspond to those of triads 1 and 3
and that we start with spin equilibrium (pS = 0.25) at t = 0, fitting
each of the exponentials in Figure 11 yields kS values of 3.2 × 105

and 5.0 × 104 s−1 for the CS2 species with the faster and the
slower decaying exponential, respectively. With all these
parameters fixed, we can estimate the maximum expectable
magnetic-field effect at high fields, by setting krel,∞ = 105 s−1, i.e.,
the same order of magnitude as observed for triads 1 and 3. The
resulting decay curves are shown as dashed lines in Figure 11.
They are in good agreement with the experimental observations
(see Figure 7). This shows that, just by reducing the
recombination rate kS, the magnetic-field sensitivity is greatly
reduced. What is still not clear at present is the structural nature
of the two modifications of CS2 in case of triad 2. Several
conceivable possibilities have been already rejected in the Results
section. Another obvious explanation might be the inequivalence
of the two donor groups (cf. structure in Figure 2). However, if
the electron hopping rate of about 5 × 107 s−1, deduced from the
B1/2,hfc shift of the low-field Lorentzian between triads 1 and 3, is
realistic, then the two donor sites cannot exhibit different kinetics
on the time-scale of 100 μs, because the exchange is too rapid.

■ CONCLUSIONS
The present work investigates the spin chemistry of three
structurally related rigid donor-iridium complex-acceptor triads

Figure 11. Prediction of magnetic-field effect for triad 2. Black solid line:
simulation of observed decay curve at zero field by a superposition of
two exponentials shown separately as red and blue solid curves. Dashed
curves: estimated magnetic-field effects for high fields, assuming krel,∞ =
105 s−1. For details cf. text.
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by means of a MFE on the recombination kinetics and reveals a
number of remarkable novel features. Over the full magnetic field
range from 0 to 2 T, the observed kinetic MFE could
experimentally be resolved in unprecedented detail and
consistently be reproduced by an extended version of the
Hayashi−Nagakura scheme. We have shown that this scheme is
not only suitable to simulate the incoherent T1-type spin
relaxation processes at higher fields but also that a single,
magnetic-field-dependent rate constant k±(B) can be used to
account for coherent S, T0 ↔ T± mixing at low fields.
Phenomenologically, the full field dependence of k± can be
decomposed into two clearly separated Lorentzian branches. The
parameters of the low-field branch (khfc,0 and B1/2,hfc) can be
related to the coherent spin motion driven by isotropic hyperfine
coupling and reveal quantitative information even on such fine
details as the presence of degenerate electron exchange between
the two donor moieties in triad 1, which becomes evident from
the comparison with triad 3, comprising only one donor. In
contrast, the high-field Lorentzian branch is due to T1 spin
relaxation, driven by rotational modulation of anisotropic
hyperfine coupling, whereby the B1/2,rel values clearly indicate
the molecular radius effect on the rotational correlation time. In
addition, the very weak kinetic MFE of triad 2, containing a
biphenyl linker between complex and acceptor part, is
consistently accounted for by the spin chemical kinetic scheme.
Since the longer biphenyl linker slows down the back electron
transfer by more than 2 orders of magnitude, this process
becomes too slow to be an efficient monitor of the magnetic-field
dependence of the much faster spin processes. Thus, our
interpretation of the first clearly observed biphasic, double
Lorentzian spin-flip characteristics are well supported and open
up important new insight into the details of molecular motion,
spin interconversions, and chemical rate processes of the CS
states of metal-complex-sensitized triads.
The small B1/2,hfc values for triad 1 (0.69 mT) and for triad 3

(0.44mT) characterizing the coherent spin-flip process are about
1 order of magnitude larger than the earth magnetic field (0.048
mT). Modifying one or two spin bearing units in order to
decrease the effective magnetic moment (see eq 7) thus seems to
be a viable way to construct artificial systems that are sensitive to
the earth magnetic field and to mimic magnetoreceptors, as they
might be involved, e.g., in the avian magnetic compass of birds,
specifically studied in refs 18f, g, 26, and 47.
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